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- In the univariate setting this has spurred a large literature on testing for an autoregressive unit root when a trend break may be present in the data.
  - Perron (1989) - unit root tests which omit regressors to model a trend break present in the data have non-pivotal limiting null distributions and are inconsistent under stable root alternatives.
  - However, if there’s no break his known breakdate suggested approach loses considerable power by including unnecessary trend break regressors.
  - Subsequent approaches focus on the unknown breakdate case - see Zivot and Andrews (1992) [minimum ADF] and Perron (1997) [estimate breakdate].
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- ZA procedure non-pivotal unless no break is assumed to have occurred.
- Perron (1997) approach is problematic as the break point estimator has a non-degenerate limit distribution when no break is present which changes the limit null distrn. Size-controlled inference achieved by using so-called conservative critical values corresponding to the case where no break is present, with an associated loss of efficiency where a break is present.
- As a result, Carrion-i-Silvestre *et al.* (2009), Harris *et al.* (2009) and Kim and Perron (2009) advocate approaches based on the use of pre-tests for the presence of a trend break.
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- In the vector case, un-modelled trend breaks cause similar problems in the rank tests of Johansen (1995). Inoue (1999) documents large losses in finite sample power with Johansen’s standard trace and maximum eigenvalue tests when an un-modelled trend break is present in the data. Our simulations also show this causes substantial over-sizing in the tests.
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- In the vector case, un-modelled trend breaks cause similar problems in the rank tests of Johansen (1995). Inoue (1999) documents large losses in finite sample power with Johansen’s standard trace and maximum eigenvalue tests when an un-modelled trend break is present in the data. Our simulations also show this causes substantial over-sizing in the tests.

- Johansen et al. (2000) develop LR tests, analogous to those in Perron (1989), for the case where the break in the trend function occurs at a known point. They consider single and multiple level break and trend breaks.
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- Saikkonen and Lütkepohl (2000) allow for a level break (but no trend break) at a known date within a components DGP; Lütkepohl et al. (2003) for a level break (no trend break) at an *unknown* point, and Trenkler et al. (2007) for a trend break at a known date, propose further co-integration rank tests, in each case using the pseudo-GLS de-trending method outlined in Saikkonen and Lütkepohl (2000).
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- Saikkonen and Lütkepohl (2000) allow for a level break (but no trend break) at a known date within a components DGP; Lütkepohl et al. (2003) for a level break (no trend break) at an unknown point, and Trenkler et al. (2007) for a trend break at a known date, propose further co-integration rank tests, in each case using the pseudo-GLS de-trending method outlined in Saikkonen and Lütkepohl (2000).

- Inoue (1999), develops Zivot and Andrews (1992) type co-integration rank tests by calculating with-break implementations of the Johansen (1995) statistics over all possible break dates and basing a test on the most positive of these.

- All of these procedures assume that the VAR lag length is known.
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- Significant lacunae therefore exist in the vector case:
  - Firstly, the approach in Inoue (1999) is infeasible in practice because, like Zivot and Andrews (1992), it cannot allow a trend break to occur under the null.
  - Second, the tests considered in Johansen et al. (2000) and Trenkler et al. (2007) both assume that the trend break date is known to the practitioner. Moreover, these tests essentially assume that a trend break does indeed occur and, hence, would be expected to unnecessarily sacrifice a considerable degree of finite sample power when no break occurs. Indeed it should be noted that Lütkepohl et al. (2003) need to impose that a break does occur otherwise they run into the same problems outlined above for the Perron (1997) procedure where no break is present.
  - Third, known VAR lag length assumption.
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- We focus on the trend break case, but allowing for a simultaneous level break.
- Propose new procedures similar in spirit to the approaches of Carrion-i-Silvestre et al. (2009), Harris et al. (2009) and Kim and Perron (2009).
- The first step in the procedure is to estimate the putative break date. Three such estimators are considered: first difference, ML and unrestricted.
- Based on these estimators, an information-based method using a Schwarz-type criterion is then employed to select between the version of the model which includes a trend break (for the estimated break date) and that which does not. A Schwarz-type criterion is also used to select the autoregressive lag length.
- Rank tests are then computed appropriate to the model selected by these criteria.
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- For each of the proposed procedures we establish that:
  - (i) The estimator of the break fraction is consistent for the true break fraction;
  - (ii) The information-based methods based on this estimator consistently select between the with-break and without-break variants of the model,
  - (iii) The resulting trace statistics can be validly compared to known break date critical values in trend break case and to the without break critical values in the no break case.
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- The information-based methods therefore allow us to correctly identify (in the limit) if we need to allow for a trend break in the model. This implies that where a break is not present we will not see the loss in efficiency incurred by including a redundant trend break regressor in the model, and at the same time where a trend break is present we will not see the potentially large impact on the size and power properties of the rank tests that result from omitting the trend break.
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- The information-based methods therefore allow us to correctly identify (in the limit) if we need to allow for a trend break in the model. This implies that where a break is not present we will not see the loss in efficiency incurred by including a redundant trend break regressor in the model, and at the same time where a trend break is present we will not see the potentially large impact on the size and power properties of the rank tests that result from omitting the trend break.

- We present Monte Carlo simulation evidence which suggests that a full ML-based procedure, based on the Johansen et al. (2000) set-up, is preferred and generally works very well even for a relatively small sample size with finite sample performance quite close to that seen for the benchmark rank tests which would obtain with knowledge of whether a trend break is present.
The Trend Break VAR Model – 1

Following Trenkler et al. (2007), we consider the $n$-dimensional time series process $y_t := (y_{1t}, ..., y_{nt})'$, $t = 1, ..., T$, generated according to the following DGP

$$y_t = \mu_{0,0}d_{0,t}(0) + \mu_{1,0}d_{1,t}(0) + \mu_{0,1}d_{0,t}(b) + \mu_{1,1}d_{1,t}(b) + u_t,$$

(1)

where $d_{0,t} := 1$, $d_{1,t}(0) := t$, $d_{0,t}(b)$ is a level shift dummy and $d_{1,t}(b) := 0 \vee (t - b)$ is a trend break dummy.
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- Following Trenkler et al. (2007), we consider the \( n \)-dimensional time series process \( y_t := (y_{1t}, ..., y_{nt})' \), \( t = 1, ..., T \), generated according to the following DGP

\[
y_t = \mu_{0,0} d_{0,t}(0) + \mu_{1,0} d_{1,t}(0) + \mu_{0,1} d_{0,t}(b) + \mu_{1,1} d_{1,t}(b) + u_t,
\]

(1)

where \( d_{0,t} := 1 \), \( d_{1,t}(0) := t \), \( d_{0,t}(b) \) is a level shift dummy and \( d_{1,t}(b) := 0 \lor (t - b) \) is a trend break dummy.

- We parameterise the breakpoint in terms of the break fraction \( \lambda \) (assumed unknown) where \( 0 < \lambda_L \leq \lambda \leq \lambda_U < 1 \), by \( b = [\lambda T] \). Notice therefore that \( b \) is constrained to lie in the set \( B := [[T\lambda_L], [T\lambda_U]] \).

- A trend break exists in \( y_t \) only if \( \mu_{1,1} \neq 0 \) in (1) (ie. where at least one element of the vector \( \mu_{1,1} \) is non-zero); unlike previous contributions to this literature, we won’t assume that \( \mu_{1,1} \neq 0 \) or that the true break fraction \( \lambda^* \) is known.
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- The model in (1) is completed by specifying the usual $p$th order reduced rank VAR (CVAR) indeterministic version of the model of Johansen (1995) for $u_t$; that is,

$$\Delta u_t = \alpha \beta' u_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta u_{t-j} + e_t, \quad t = 1, \ldots, T \quad (2)$$

where $u_t := (u_{1t}, \ldots, u_{nt})'$, $e_t := (e_{1t}, \ldots, e_{nt})'$, with $u_{1-p}, \ldots, u_0$, taken to be fixed in the statistical analysis.
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The model in (1) is completed by specifying the usual \( p \)th order reduced rank VAR (CVAR) indeterministic version of the model of Johansen (1995) for \( u_t \); that is,

\[
\Delta u_t = \alpha \beta' u_{t-1} + \sum_{j=1}^{p-1} \Gamma_j \Delta u_{t-j} + e_t, \quad t = 1, \ldots, T
\]  

(2)

where \( u_t := (u_{1t}, \ldots, u_{nt})' \), \( e_t := (e_{1t}, \ldots, e_{nt})' \), with \( u_{1-p}, \ldots, u_0 \), taken to be fixed in the statistical analysis.

\( \{e_t\} \) are taken to satisfy a globally stationary martingale difference assumption (Davidson, 1994, pp.454-455):

**Assumption 1:** The innovations \( \{e_t\} \) form a martingale difference sequence with respect to the filtration \( F_t \), where \( F_{t-1} \subseteq F_t \) for \( t = \ldots, -1, 0, 1, 2, \ldots \), satisfying: (i) the global homoskedasticity condition: \( \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} (e_t e_t' | F_{t-1}) \overset{p}{\rightarrow} \Sigma \), where \( \Sigma \) is full-rank, and (ii) \( \mathbb{E} \|e_t\|^4 \leq K < \infty \).
As is routine, we also impose the standard so-called ‘$I(1, r)$ conditions’ of Johansen (1995) on the parameters of (2) in order to rule out things like explosive, $I(2)$, and seasonal unit root processes.

**Assumption 2:** The following conditions hold on the parameters of (2): (i) The autoregressive lag order $p$ satisfies $1 \leq p < \infty$; (ii) $|(I_n - \sum_{j=1}^{p-1} \Gamma_j z^j)(1 - z) - \alpha \beta' z| = 0$ implies $|z| > 1$ or $z = 1$, and (iii) $|\alpha' \Gamma \beta \perp| \neq 0$, where $\Gamma := (I_n - \sum_{j=1}^{p-1} \Gamma_j)$. 
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As is routine, we also impose the standard so-called ‘\textit{I}(1, r)’ conditions’ of Johansen (1995) on the parameters of (2) in order to rule out things like explosive, \textit{I}(2), and seasonal unit root processes.

**Assumption 2:** The following conditions hold on the parameters of (2): (i) The autoregressive lag order $p$ satisfies $1 \leq p < \infty$; (ii) $\left| \left( I_n - \sum_{j=1}^{p-1} \Gamma_j z^j \right) (1 - z) - \alpha \beta' z \right| = 0$ implies $|z| > 1$ or $z = 1$, and (iii) $\left| \alpha' \Gamma \beta \right| \neq 0$, where $
abla := (I_n - \sum_{j=1}^{p-1} \Gamma_j)$.

Under Assumption 2, $u_t$ is integrated of order one (\textit{I}(1)) with co-integration rank $r$, and the co-integrating relations $\beta' u_t - E (\beta' u_t)$ are stationary. Part (i) of Assumption 2 assumes that the lag length parameter $p$ is finite, but crucially does not assume that it is known to the practitioner.
The Trend Break VAR Model – 4

- An alternative formulation of (1)-(2) is considered in Johansen et al. (2000). Multiplying (1) through by the lag polynomial \((I_n - \sum_{j=1}^{p-1} \Gamma_j L^j)\Delta - \alpha \beta' L\) and re-arranging yields the VECM form:

\[
\Delta y_t = \delta_{0,0} d_{0,t} (0) + \delta_{0,1} d_{0,t} (b) + \sum_{j=0}^{p-1} \delta_{-1,j} d_{-1,t} (b+j) + \alpha (\beta' y_{t-1} + \delta'_{1,0} d_{1,t-1} (0) + \delta'_{1,1} d_{1,t-1} (b)) + \sum_{j=1}^{p-1} \Gamma_j \Delta y_{t-j} + e_t
\]

(3)

where \(d_{-1,t} (b) := 1_{(t=b+1)}\) is an impulse dummy; cf. Equation (5) of Trenkler et al. (2007), where explicit formulae for the \(\delta_{i,j}, i,j = 0,1\) and \(\delta_{-1,j}, j = 0, \ldots, p-1\), coefficient vectors are provided.
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- The VECM form in (3) includes a (broken) linear trend but does so in such a way that its coefficients are restricted to exclude the possibility of a quadratic (broken) trend in $y_t$. 
The VECM form in (3) includes a (broken) linear trend but does so in such a way that its coefficients are restricted to exclude the possibility of a quadratic (broken) trend in $y_t$.

Regardless of whether we work with the components form in (1)-(2), as in Trenkler et al. (2007), or the VECM form in (3) as in Johansen et al. (2000), our interest is focussed on testing the usual null that the co-integration rank is (less than or equal to) $r$, $H(r)$, against $H(n)$, but without assuming any prior knowledge of whether $\mu_{1,1} = 0$ or $\mu_{1,1} \neq 0$ in (1), and in the case where $\mu_{1,1} \neq 0$ without prior knowledge of the trend break location, $\lambda$. 
The procedures we develop are all done within the usual reduced rank regression framework of Johansen (1995) and Johansen et al. (2000).
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- The procedures we develop are all done within the usual reduced rank regression framework of Johansen (1995) and Johansen et al. (2000).

- In our preferred method, labelled SC-VECM, break date estimation is done using (quasi) MLE on (3) under $H(r)$. Given this breakpoint, an adaptation of the usual Schwarz information criterion [SC] is then used to select between the model with a break and the model with break excluded (i.e. (3) with $\delta_{0,1} = 0, \delta_{1,1} = 0$), both estimated under $H(r)$. The usual trace test for $H(r)$ is then performed on the selected model, using critical values appropriate to the selected model.
It is also possible to estimate the breakpoint applying a standard least squares estimator to the first differences of the data, and correspondingly use SC to choose between the with-break and without-break models in the context of a simple random walk model. We call this the SC-DIFF procedure.
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Finally, we also consider SC-VAR, which carries out the breakpoint estimation and SC selection between the with-break and without-break models in an unrestricted VAR, i.e. with $r = n$. 
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- It is also possible to estimate the breakpoint applying a standard least squares estimator to the first differences of the data, and correspondingly use SC to choose between the with-break and without-break models in the context of a simple random walk model. We call this the SC-DIFF procedure.

- Finally, we also consider SC-VAR, which carries out the breakpoint estimation and SC selection between the with-break and without-break models in an unrestricted VAR, i.e. with $r = n$.

- Let us now detail these three approaches.
SC-VECM – 1

The SC-VECM procedure can then be described as follows.

- **Step 1.** For each of $p = 1, \ldots, \bar{p}$, define the MLE of the breakpoint under $H(r)$,

$$
\hat{b}_{r,p} := \arg \max_{b \in B} \hat{\ell}_T (r; D_{0,b/T}, D_{1,b/T}, p). 
$$

where $\hat{\ell}_T$ is the maximised quasi log-likelihood associated with (3) - where $D_{0,b/T}$ contains the constant and level break variables and $D_{1,b/T}$ contains the trend and trend break dummies. Correspondingly, $\hat{\lambda}_{r,p} := \hat{b}_{r,p}/T$. 
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The SC-VECM procedure can then be described as follows.

- **Step 1.** For each of \( p = 1, \ldots, \bar{p} \), define the MLE of the breakpoint under \( H(r) \),

\[
\hat{b}_{r,p} := \arg \max_{b \in B} \hat{\ell}_T \left( r; D_{0,b/T}, D_{1,b/T}, p \right).
\]

(4)

where \( \hat{\ell}_T \) is the maximised quasi log-likelihood associated with (3) - where \( D_{0,b/T} \) contains the constant and level break variables and \( D_{1,b/T} \) contains the trend and trend break dummies. Correspondingly, \( \hat{\lambda}_{r,p} := \hat{b}_{r,p}/T \).

- **Step 2.** Define the SC for the trend break model to be

\[
SC_1 (p; r, \lambda) := -2\hat{\ell}_T (r; D_{0,\lambda}, D_{1,\lambda}, p) + \left( n + r + 2 + n^2 p \right) \log T,
\]

set lag length \( \hat{p}_{1,r} := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_1 (p; n, \hat{\lambda}_{r,p}) \), where \( \hat{\lambda}_{r,p} \) is the estimate of \( \lambda^* \) obtained in Step 1. Notice that \( \hat{p}_{1,r} \) is selected under \( H(n) \).
Step 3. Define the SC for the model excluding the trend break to be ($\iota_0$ and $\tau_0$ the constant and linear trend)

$$SC_0 (p; r) := -2 \hat{\ell}_T (r; \iota_0, \tau_0; p) + \left( n^2 p \right) \log T,$$

with selected lag length $\hat{p}_0 := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_0 (p; n)$. Again notice that $\hat{p}_0$ is selected under $H(n)$. 

**SC-VECM – 2**
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- Step 3. Define the SC for the model excluding the trend break to be ($\iota_0$ and $\tau_0$ the constant and linear trend)

$$SC_0 (p; r) := -2\hat{\ell}_T (r; \iota_0, \tau_0; p) + \left( n^2 p \right) \log T,$$

with selected lag length $\hat{p}_0 := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_0 (p; n)$.

Again notice that $\hat{p}_0$ is selected under $H(n)$.

- Step 4. Choose the model with trend break by setting:

  $\hat{p} = \hat{p}_{1,r}$ and $(X_0, X_1) = (D_{0,\hat{\lambda}_{r,\hat{p}}}, D_{1,\hat{\lambda}_{r,\hat{p}}})$ if

  $\text{SC-VECM} : SC_1 (\hat{p}_{1,r}; r, \hat{\lambda}_{r,\hat{p}_{1,r}}) \leq SC_0 (\hat{p}_0; r)$;

  and setting $\hat{p} = \hat{p}_0$ and $(X_0, X_1) = (\iota_0, \tau_0)$ otherwise.
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- Step 3. Define the SC for the model excluding the trend break to be ($\iota_0$ and $\tau_0$ the constant and linear trend)

$$SC_0 (p; r) := -2 \hat{\ell}_T (r; \iota_0, \tau_0; p) + \left( n^2 p \right) \log T,$$

with selected lag length $\hat{p}_0 := \arg\min_{p \in \{1, \ldots, \bar{p}\}} SC_0 (p; n)$. Again notice that $\hat{p}_0$ is selected under $H(n)$.

- Step 4. Choose the model with trend break by setting: $\hat{p} = \hat{p}_{1,r}$ and $(X_0, X_1) = (D_{0, \hat{\lambda}_r, \hat{p}}, D_{1, \hat{\lambda}_r, \hat{p}})$ if

$$SC-VECM : SC_1 (\hat{p}_{1,r}; r, \hat{\lambda}_r, \hat{p}_{1,r}) \leq SC_0 (\hat{p}_0; r) ;$$

and setting $\hat{p} = \hat{p}_0$ and $(X_0, X_1) = (\iota_0, \tau_0)$ otherwise.

- Step 5. The trace test statistic of $H(r)$ against $H(n)$ is then

$$q_T (X_0, X_1; \hat{p}) := 2 \left( \hat{\ell}_T (n; X_0, X_1, \hat{p}) - \hat{\ell}_T (r; X_0, X_1, \hat{p}) \right).$$
SC-VECM – 3

- Step 4 constitutes a pre-test for the presence of a break which, by design, has size which shrinks to zero as $T$ diverges. The same requirement is needed on the trend break pre-tests used in the univariate case by Harris et al. (2009) and Carrion-i-Silvestre et al. (2009).
SC-VECM – 3

- Step 4 constitutes a pre-test for the presence of a break which, by design, has size which shrinks to zero as $T$ diverges. The same requirement is needed on the trend break pre-tests used in the univariate case by Harris et al. (2009) and Carrion-i-Silvestre et al. (2009).

- The part of the SC-type penalty corresponding to the trend break is $(n + r + 2) \log T$. There are $n$ parameters in $\delta_{0,1}$, $r$ parameters in $\delta_{1,1}$ and the unknown breakpoint parameter is given a penalty of 2, the latter following from the theoretical results provided in Zhang and Siegmund (2007), Kurozumi and Tuvaandorj (2011) and Kim (2012). We found that 2 indeed gave better finite sample results than the usual penalty of 1, in that the latter did not appear to penalise the inclusion of the break sufficiently, with the trend break retained too often when no break occurred, resulting in correspondingly lower power.
SC-VECM – 4

- The lag length is selected for both the model including a break and the model excluding a break. Although the breakpoint estimation and break selection is done under $H(r)$, it is necessary to select $p$ under $H(n)$ (i.e. from the VAR in levels). Failure to do so leads to power losses for the trace test; see Lütkepohl (2005) and Lütkepohl and Saikkonen (1999).
The lag length is selected for both the model including a break and the model excluding a break. Although the breakpoint estimation and break selection is done under $H(r)$, it is necessary to select $p$ under $H(n)$ (i.e. from the VAR in levels). Failure to do so leads to power losses for the trace test; see Lütkepohl (2005) and Lütkepohl and Saikkonen (1999).

When a trend break occurs, $\hat{p}_0$ may be inconsistent because it is based on a misspecified deterministic. Nevertheless, we show that the selection of the trend break in step 4 is still consistent, implying that the resulting lag length estimator $\hat{p}$ is consistent whether or not a trend break is present in the DGP. An alternative is change step 4 to $SC_1 (\hat{p}_{1,r}; r, \hat{\lambda}_{r,\hat{p}_{1,r}}) \leq SC_0 (\hat{p}_{1,r}; r)$, so that only the lag length estimator $\hat{p}_{1,r}$ is used. No impact in the limit but in simulations we found this to give inferior performance.
SC-DIFF – 1

The SC-DIFF procedure can then be described as follows.

- **Step 1.** Use $\hat{b}_{0,1}$ defined in (4) and the resulting $\hat{\lambda}_{0,1} := \hat{b}_{0,1} / T$; that is the breakpoint and break fraction estimates are obtained setting $r = 0$ and $p = 1$. 
The SC-DIFF procedure can then be described as follows.

- **Step 1.** Use \( \hat{b}_{0,1} \) defined in (4) and the resulting \( \hat{\lambda}_{0,1} := \hat{b}_{0,1} / T \); that is the breakpoint and break fraction estimates are obtained setting \( r = 0 \) and \( p = 1 \).

- **Step 2.** Choose the model with trend break by setting:

\[
(X_0, X_1) = (D_0, \hat{\lambda}_{0,1}, D_1, \hat{\lambda}_{0,1})
\]

if

\[
\text{SC-DIFF : } SC_1(1;0, \hat{\lambda}_{0,1}) \leq SC_0(1;0),
\]

where \( SC_1(\cdot;\cdot;\cdot) \) and \( SC_0(\cdot;\cdot) \) are as defined in Steps 2 and 3, respectively, of SC-VECM; and setting \( (X_0, X_1) = (\iota_0, \tau_0) \) otherwise.
SC-DIFF – 2

- Step 3. If the break is selected in Step 2, set

\[ \hat{p} = \hat{p}_{1,0} := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_1 (p; n, \hat{\lambda}_{0,1}) . \]

If the break is not selected in Step 2, set

\[ \hat{p} := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_0 (p; n) . \]
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SC-DIFF – 2

Step 3. If the break is selected in Step 2, set

\[ \hat{p} = \hat{p}_{1,0} := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_1 (p; n, \hat{\lambda}_{0,1}) \].

If the break is not selected in Step 2, set

\[ \hat{p} := \arg \min_{p \in \{1, \ldots, \bar{p}\}} SC_0 (p; n) \].

Step 4. The trace test statistic of \( H(r) \) against \( H(n) \) is then given by

\[ q_T (X_0, X_1; \hat{p}) := 2 \left( \ell_T (n; X_0, X_1, \hat{p}) - \ell_T (r; X_0, X_1, \hat{p}) \right) \].
SC-DIFF – 3

- $\hat{b}_{0,1}$ can be viewed as the multivariate extension of the trend break estimator discussed in Harris et al. (2009) which is based on applying the univariate level break estimator proposed in Bai (1994) to the first differences of the data.
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- $\hat{b}_{0,1}$ can be viewed as the multivariate extension of the trend break estimator discussed in Harris et al. (2009) which is based on applying the univariate level break estimator proposed in Bai (1994) to the first differences of the data.

- The SC-DIFF approach imposes $r = 0$ and $p = 1$ for the breakpoint estimator and break selection steps. Although based on a misspecified model when either $r > 0$ or $p > 1$, SC-DIFF is still able to consistently discriminate between the trend break and no trend break models in such cases.
SC-DIFF – 3

- \( \hat{b}_{0,1} \) can be viewed as the multivariate extension of the trend break estimator discussed in Harris et al. (2009) which is based on applying the univariate level break estimator proposed in Bai (1994) to the first differences of the data.
- The SC-DIFF approach imposes \( r = 0 \) and \( p = 1 \) for the breakpoint estimator and break selection steps. Although based on a misspecified model when either \( r > 0 \) or \( p > 1 \), SC-DIFF is still able to consistently discriminate between the trend break and no trend break models in such cases.
- Unlike SC-VECM, SC-DIFF uses only a single breakpoint estimator, \( \hat{b}_{0,1} \), across all \( r \) and \( p \). As a result, the lag length selection is the same for every \( r \) if a sequence of \( H(r) \), \( r = 0, 1, ... \), hypotheses are being tested in a sequential procedure.
The SC-VAR procedure is similar to SC-VECM except that the breakpoint estimator in Step 1 is calculated under $H(n)$, and carries out the SC-based choice between the trend break and no trend break model also under $H(n)$.
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- The SC-VAR procedure is similar to SC-VECM except that the breakpoint estimator in Step 1 is calculated under $H(n)$, and carries out the SC-based choice between the trend break and no trend break model also under $H(n)$.
- Although we show that the large sample properties of SC-VECM and SC-VAR are the same, in our Monte Carlo simulations we found SC-VAR to be always (and often substantially) inferior to SC-VECM. We will therefore not discuss SC-VAR further here.
Asymptotics – 1

In the paper we establish the following results:

► First that the break fraction estimators $\hat{\lambda}_{r,p}$ are consistent for the true break fraction, $\lambda^*$ at rate $O_p(T^{-1})$, where a break occurs. This rate holds regardless of the true co-integrating rank, $r^*$. Moreover, it also holds regardless of the true autoregressive lag length, $p^*$, since correct specification of the lag length is not necessary for the consistent estimation of the break fraction.
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Second, we show that each of the three SC criteria are consistent in that, with probability converging to one as $T$ diverges, they correctly discriminate between the trend break and no trend break models.
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In the paper we establish the following results:

- First that the break fraction estimators $\hat{\lambda}_{r,p}$ are consistent for the true break fraction, $\lambda^*$ at rate $O_p(T^{-1})$, where a break occurs. This rate holds regardless of the true co-integrating rank, $r^*$. Moreover, it also holds regardless of the true autoregressive lag length, $p^*$, since correct specification of the lag length is not necessary for the consistent estimation of the break fraction.

- Second, we show that each of the three SC criteria are consistent in that, with probability converging to one as $T$ diverges, they correctly discriminate between the trend break and no trend break models.

- Third, the trace statistics constructed using the estimated break fraction and lag length are asymptotically equivalent to those based on the true break fraction and true lag length where a break occurs.
Asymptotics – 2

- The second and third results crucially depend on the rate of consistency established for the break fraction estimator in the first result, where a break occurs.
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- The second and third results crucially depend on the rate of consistency established for the break fraction estimator in the first result, where a break occurs.
- The results allow us to conclude that where a trend break is present the trace statistics based on the estimated trend break points are asymptotically equivalent under the null hypothesis to the corresponding trace statistics based on the true (unknown) break point for each of the procedures. Appropriate asymptoptic critical values are given in the paper or can be obtained from the response surface given in Table 4 of Johansen et al. (2000).
Asymptotics – 2

- The second and third results crucially depend on the rate of consistency established for the break fraction estimator in the first result, where a break occurs.
- The results allow us to conclude that where a trend break is present the trace statistics based on the estimated trend break points are asymptotically equivalent under the null hypothesis to the corresponding trace statistics based on the true (unknown) break point for each of the procedures. Appropriate asymptotic critical values are given in the paper or can be obtained from the response surface given in Table 4 of Johansen et al. (2000).
- Where no trend break is present, our results show that all three procedures correctly select the no break model for sufficiently large samples. The resulting no break trace statistic has the usual restricted linear trend limiting distribution tabulated in Table 15.4 of Johansen (1995).
Asymptotics – 3

- The trace statistics which result from the three procedures are consistent at rate $O_p(T)$ when the true co-integration rank is such that $r^* > r$. This result holds regardless of whether a trend break is present in the data or not. This implies, therefore, that the usual sequential approach to determining the co-integration rank - this procedure starts with $r = 0$ and sequentially raises $r$ by one until for $r = \hat{r}$ the trace test statistic does not exceed the $\xi$ level critical value for the test - outlined in Johansen (1995) can still be employed using the trace statistics which obtain from any of the three procedures. In particular, these sequential approaches will lead to the selection of the correct co-integrating rank with probability $(1 - \xi)$ in large samples, again regardless of whether a trend break occurs or not.
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Simulations – 1

We report a Monte Carlo study based on the VAR(2) simulation DGP:

\[
y_t = \begin{pmatrix}
  y_t^{(1)} \\
  (n-r) \times 1 \\
  y_t^{(0)} \\
  r \times 1 \\
\end{pmatrix}
= \begin{pmatrix}
  \mu_{0,1}^{(1)} \\
  (n-r) \times 1 \\
  \mu_{0,1}^{(0)} \\
  r \times 1 \\
\end{pmatrix}
\begin{pmatrix}
  \mu_{0,1}^{(1)} \\
  (n-r) \times 1 \\
  \mu_{0,1}^{(0)} \\
  r \times 1 \\
\end{pmatrix}
\begin{pmatrix}
  d_{0,t}(b^*) \\
  (n-r) \times 1 \\
  d_{1,t}(b^*) \\
  r \times 1 \\
\end{pmatrix}
+ \begin{pmatrix}
  u_t^{(1)} \\
  n \times 1 \\
  u_t^{(0)} \\
  1 \times 1 \\
\end{pmatrix}
\]

where

\[
\left( I_n - \begin{pmatrix} a_{1,1} & 0 \\
  0 & a_{0,1} I_r \end{pmatrix} L \right) \left( I_n - \begin{pmatrix} a_{2} & 0 \\
  0 & a_{1} I_r \end{pmatrix} L \right) \begin{pmatrix}
  u_t^{(1)} \\
  n \times 1 \\
  u_t^{(0)} \\
  1 \times 1 \\
\end{pmatrix} = \begin{pmatrix}
  e_t^{(1)} \\
  n \times 1 \\
  e_t^{(0)} \\
  1 \times 1 \\
\end{pmatrix}
\]

where the superscript (1) denotes the \( I(1) \) component under \( H(r) \) and superscript (0) the \( I(0) \) component. Here \( |a_{0,1}| < 1, |a_{2}| < 1 \), while \( a_{1,1} = 1 \) for \( H(r) \) and \( |a_{1,1}| < 1 \) for \( H(n) \).
Simulations – 2

- The disturbances are generated by $e_t^{(1)} \sim \text{i.i.d.} \, N(0, I_{n-r})$ and to allow for cross-correlation, we specify

$$e_t^{(0)} = \rho \kappa e_t^{(1)} + \sqrt{1 - \rho^2} \varepsilon_t, \quad \varepsilon_t \sim \text{i.i.d.} \, N(0, I_r)$$

where $\kappa$ is an $r \times (n - r)$ matrix of ones. Here $\rho$ controls the degree of cross-correlation (where relevant) between the $I(0)$ and $I(1)$ parts of the system.
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- The disturbances are generated by $e_t^{(1)} \sim \text{i.i.d.} N(0, I_{n-r})$ and to allow for cross-correlation, we specify

$$e_t^{(0)} = \rho \kappa e_t^{(1)} + \sqrt{1 - \rho^2} \varepsilon_t, \quad \varepsilon_t \sim \text{i.i.d.} N(0, I_r)$$

where $\kappa$ is an $r \times (n - r)$ matrix of ones. Here $\rho$ controls the degree of cross-correlation (where relevant) between the $I(0)$ and $I(1)$ parts of the system.

- We set $b^* = [\lambda^* T]$, for the set of trend break fractions $\lambda^* = 0.25, 0.50, 0.75$, and $\mu_{i,j} = c \iota, i, j = 0, 1$, where $\iota$ is a vector of ones and $c$ is a scalar constant controlling the break magnitude. For simplicity, this imposes the same magnitudes for level and trend breaks, and in the $I(1)$ and $I(0)$ directions, with all breaks occurring at date $b^*$. The values $c = 0.8, 0.4, 0.2$ are used, along with $c = 0$, representing the case when no breaks occur.
Simulations – 3

- In this simulation DGP, when \( a_{1,1} = 1 \) the first \( n - r \) components of \( u_t \) are \( I(1) \) and the remaining \( r \) components are \( I(0) \), implying \( r \) co-integrating vectors of the form \( \beta = \left( 0_{r \times (n-r)} : I_r \right)' \). When \( |a_{1,1}| < 1 \) the process is stationary in all directions (has rank \( n \)).
Simulations – 3

- In this simulation DGP, when $a_{1,1} = 1$ the first $n - r$ components of $u_t$ are $I(1)$ and the remaining $r$ components are $I(0)$, implying $r$ co-integrating vectors of the form $\beta = \left(0_{r \times (n-r)} : I_r\right)'$. When $|a_{1,1}| < 1$ the process is stationary in all directions (has rank $n$).

- The diagonal structure of the simulation DGP may appear restrictive but in fact is quite general because the DGP (and the statistical methods used) is invariant to taking orthogonal linear combinations of the columns of $\alpha$ and $\beta$. 
We compare the finite sample size and power properties of the SC-VECM and SC-DIFF based LR tests with the VECM trace tests which: (i) always include the trend break with break fraction estimated under $H(r)$ (i.e. using $\hat{\lambda}_{r,p_1,r}$ defined in SC-VECM), which we denote Break-VECM; (ii) never includes a trend break (appropriate for $c = 0$), denoted as VECM. Since the SC-VECM procedure selects between these two individual tests, they provide an informal benchmark for the performance of the SC-procedures.
Simulations – 4

We compare the finite sample size and power properties of the SC-VECM and SC-DIFF based LR tests with the VECM trace tests which: (i) always include the trend break with break fraction estimated under $H(r)$ (i.e. using $\hat{\lambda}_{r,\hat{p}_{1,r}}$ defined in SC-VECM), which we denote Break-VECM; (ii) never includes a trend break (appropriate for $c = 0$), denoted as VECM. Since the SC-VECM procedure selects between these two individual tests, they provide an informal benchmark for the performance of the SC-procedures.

None of the tests assume a priori knowledge of $p$, but determine its value in the manner outlined before, assuming a maximum possible value of $\bar{p} = 4$. Results based on 10,000 Monte Carlo replications for tests at the nominal (asymptotic) 0.05 level, for sample sizes of $T = 100$ and 200.
Table 2. Finite sample size and power; estimated lag length; \( n = 2, r = 0, p = 1 \)

<table>
<thead>
<tr>
<th>( \lambda^* )</th>
<th>( c )</th>
<th>( T = 100 )</th>
<th>( T = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{1,1} ):</td>
<td>SC-VECM</td>
<td>SC-DIFF</td>
<td>Break-VECM</td>
</tr>
<tr>
<td>( a_{1,1} ):</td>
<td>1.00</td>
<td>0.90</td>
<td>0.80</td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.079</td>
<td>0.159</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.073</td>
<td>0.122</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.071</td>
<td>0.136</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.093</td>
<td>0.193</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.066</td>
<td>0.089</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.046</td>
<td>0.045</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.059</td>
<td>0.151</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.056</td>
<td>0.074</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.044</td>
<td>0.071</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.049</td>
<td>0.165</td>
</tr>
<tr>
<td>( a_{1,1} ):</td>
<td>1.00</td>
<td>0.94</td>
<td>0.88</td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.049</td>
<td>0.169</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.050</td>
<td>0.136</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.055</td>
<td>0.165</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.114</td>
<td>0.343</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.066</td>
<td>0.168</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.049</td>
<td>0.101</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.076</td>
<td>0.186</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.052</td>
<td>0.070</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.040</td>
<td>0.051</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.046</td>
<td>0.235</td>
</tr>
</tbody>
</table>
Table 3. Finite sample size and power; estimated lag length; \( n = 2, r = 0, p = 2, a_2 = 0.5 \)

<table>
<thead>
<tr>
<th>( \lambda^* )</th>
<th>( c )</th>
<th>( T = 100 )</th>
<th>( T = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SC-VECM</td>
<td>SC-DIFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_{1,1} ):</td>
<td>( a_{1,1} ):</td>
</tr>
<tr>
<td>0.25 0.8</td>
<td></td>
<td>1.00 0.80</td>
<td>1.00 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.60 0.40</td>
<td>0.60 0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.750 0.730</td>
<td>0.70 0.626</td>
</tr>
<tr>
<td>0.50 0.8</td>
<td></td>
<td>0.098 0.622</td>
<td>0.114 0.617</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.560 0.633</td>
<td>0.546 0.633</td>
</tr>
<tr>
<td>0.75 0.8</td>
<td></td>
<td>0.076 0.615</td>
<td>0.093 0.604</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.510 0.653</td>
<td>0.496 0.653</td>
</tr>
<tr>
<td>0.25 0.4</td>
<td></td>
<td>0.083 0.617</td>
<td>0.092 0.617</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.539 0.667</td>
<td>0.527 0.667</td>
</tr>
<tr>
<td>0.50 0.4</td>
<td></td>
<td>0.082 0.617</td>
<td>0.093 0.617</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.309 0.627</td>
<td>0.307 0.627</td>
</tr>
<tr>
<td>0.75 0.4</td>
<td></td>
<td>0.073 0.617</td>
<td>0.088 0.617</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.268 0.647</td>
<td>0.267 0.647</td>
</tr>
<tr>
<td>0.25 0.2</td>
<td></td>
<td>0.075 0.621</td>
<td>0.088 0.621</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.626 0.748</td>
<td>0.656 0.748</td>
</tr>
<tr>
<td>0.50 0.2</td>
<td></td>
<td>0.077 0.621</td>
<td>0.088 0.621</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.412 0.786</td>
<td>0.441 0.786</td>
</tr>
<tr>
<td>0.75 0.2</td>
<td></td>
<td>0.077 0.621</td>
<td>0.088 0.621</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.487 0.756</td>
<td>0.487 0.756</td>
</tr>
<tr>
<td>0.00 0.0</td>
<td></td>
<td>0.078 0.621</td>
<td>0.088 0.621</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.733 0.786</td>
<td>0.733 0.786</td>
</tr>
<tr>
<td>0.25 0.4</td>
<td></td>
<td>0.061 0.361</td>
<td>0.061 0.361</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.065 0.385</td>
<td>0.065 0.385</td>
</tr>
<tr>
<td>0.50 0.4</td>
<td></td>
<td>0.058 0.375</td>
<td>0.058 0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.058 0.385</td>
<td>0.058 0.385</td>
</tr>
<tr>
<td>0.75 0.4</td>
<td></td>
<td>0.058 0.375</td>
<td>0.058 0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.058 0.385</td>
<td>0.058 0.385</td>
</tr>
<tr>
<td>0.25 0.2</td>
<td></td>
<td>0.061 0.361</td>
<td>0.061 0.361</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.065 0.385</td>
<td>0.065 0.385</td>
</tr>
<tr>
<td>0.50 0.2</td>
<td></td>
<td>0.058 0.375</td>
<td>0.058 0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.058 0.385</td>
<td>0.058 0.385</td>
</tr>
<tr>
<td>0.75 0.2</td>
<td></td>
<td>0.058 0.375</td>
<td>0.058 0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.058 0.385</td>
<td>0.058 0.385</td>
</tr>
<tr>
<td>0.00 0.0</td>
<td></td>
<td>0.058 0.375</td>
<td>0.058 0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.058 0.385</td>
<td>0.058 0.385</td>
</tr>
<tr>
<td>31:</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Finite sample size and power; estimated lag length; \( n = 2, r = 1, p = 1, a_{0,1} = 0.0, \rho = 0.0 \)

<table>
<thead>
<tr>
<th>( \lambda^* )</th>
<th>( c )</th>
<th>( T = 100 )</th>
<th>( T = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SC-VECM</td>
<td>SC-DIFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_{1,1} : )</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.051 0.212 0.746 0.881</td>
<td>0.083 0.300 0.743 0.846</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.062 0.182 0.689 0.844</td>
<td>0.064 0.173 0.637 0.775</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.060 0.204 0.731 0.867</td>
<td>0.057 0.194 0.635 0.739</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.052 0.201 0.716 0.844</td>
<td>0.096 0.211 0.367 0.402</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.061 0.177 0.666 0.814</td>
<td>0.038 0.048 0.090 0.101</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.060 0.194 0.699 0.832</td>
<td>0.011 0.007 0.020 0.024</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.050 0.186 0.659 0.801</td>
<td>0.058 0.215 0.606 0.710</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.061 0.170 0.626 0.756</td>
<td>0.020 0.018 0.021 0.022</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.052 0.180 0.648 0.766</td>
<td>0.026 0.065 0.152 0.186</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.046 0.311 0.925 0.979</td>
<td>0.047 0.313 0.929 0.983</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \lambda^* )</th>
<th>( c )</th>
<th>( T = 100 )</th>
<th>( T = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SC-VECM</td>
<td>SC-DIFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( a_{1,1} : )</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.050 0.140 0.493 0.886</td>
<td>0.046 0.133 0.471 0.857</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.060 0.124 0.437 0.847</td>
<td>0.060 0.122 0.425 0.817</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.049 0.132 0.471 0.876</td>
<td>0.052 0.136 0.470 0.863</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.048 0.141 0.493 0.886</td>
<td>0.166 0.463 0.805 0.924</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.055 0.121 0.430 0.839</td>
<td>0.124 0.327 0.636 0.811</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.047 0.133 0.465 0.870</td>
<td>0.053 0.108 0.220 0.296</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.048 0.142 0.482 0.881</td>
<td>0.069 0.112 0.239 0.314</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.055 0.123 0.426 0.830</td>
<td>0.021 0.007 0.014 0.023</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.050 0.133 0.463 0.867</td>
<td>0.005 0.001 0.002 0.003</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.049 0.200 0.720 0.984</td>
<td>0.049 0.200 0.720 0.985</td>
</tr>
</tbody>
</table>
Table 5. Finite sample size and power; estimated lag length; \( n = 2, r = 1, p = 1, a_{0.1} = 0.5, \rho = 0.0 \)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( c )</th>
<th>SC-VECM</th>
<th>SC-DIFF</th>
<th>Break-VECM</th>
<th>VECM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T = 100 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_{1,1} ):</td>
<td>1.00</td>
<td>0.80</td>
<td>0.60</td>
<td>0.40</td>
<td>1.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.049</td>
<td>0.338</td>
<td>0.897</td>
<td>0.964</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.062</td>
<td>0.297</td>
<td>0.877</td>
<td>0.962</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.059</td>
<td>0.324</td>
<td>0.847</td>
<td>0.902</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.047</td>
<td>0.207</td>
<td>0.419</td>
<td>0.500</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.048</td>
<td>0.160</td>
<td>0.344</td>
<td>0.395</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.041</td>
<td>0.155</td>
<td>0.293</td>
<td>0.334</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.050</td>
<td>0.294</td>
<td>0.749</td>
<td>0.894</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.035</td>
<td>0.107</td>
<td>0.200</td>
<td>0.255</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.031</td>
<td>0.130</td>
<td>0.268</td>
<td>0.365</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.047</td>
<td>0.544</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>( T = 200 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_{1,1} ):</td>
<td>1.00</td>
<td>0.92</td>
<td>0.84</td>
<td>0.76</td>
<td>1.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.8</td>
<td>0.051</td>
<td>0.239</td>
<td>0.790</td>
<td>0.993</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8</td>
<td>0.057</td>
<td>0.201</td>
<td>0.739</td>
<td>0.986</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8</td>
<td>0.050</td>
<td>0.221</td>
<td>0.774</td>
<td>0.993</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.048</td>
<td>0.229</td>
<td>0.770</td>
<td>0.946</td>
</tr>
<tr>
<td>0.50</td>
<td>0.4</td>
<td>0.057</td>
<td>0.197</td>
<td>0.711</td>
<td>0.949</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.050</td>
<td>0.216</td>
<td>0.748</td>
<td>0.909</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>0.045</td>
<td>0.207</td>
<td>0.679</td>
<td>0.803</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2</td>
<td>0.056</td>
<td>0.184</td>
<td>0.642</td>
<td>0.743</td>
</tr>
<tr>
<td>0.75</td>
<td>0.2</td>
<td>0.049</td>
<td>0.197</td>
<td>0.671</td>
<td>0.712</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.049</td>
<td>0.360</td>
<td>0.951</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Table 6. Break inclusion frequency for SC-VECM, $n = 2$

<table>
<thead>
<tr>
<th>$\lambda^*$</th>
<th>$c$</th>
<th>$r = 0, p = 1$</th>
<th>$r = 0, p = 2, a_2 = .5$</th>
<th>$r = 1, p = 1, a_{0,1} = 0, \rho = 0$</th>
<th>$r = 1, p = 1, a_{0,1} = .5, \rho = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 100$</td>
<td>$a_{1,1} :$</td>
<td>1.00 0.90 0.80 0.70</td>
<td>1.00 0.80 0.60 0.40</td>
<td>1.00 0.85 0.70 0.65</td>
<td>1.00 0.80 0.60 0.40</td>
</tr>
<tr>
<td>0.25 0.8</td>
<td>0.897 0.942 0.943 0.922</td>
<td>0.557 0.548 0.648 0.716</td>
<td>1.00 1.00 1.00 0.999</td>
<td>0.990 0.971 0.889 0.862</td>
<td></td>
</tr>
<tr>
<td>0.50 0.8</td>
<td>0.980 0.993 0.993 0.992</td>
<td>0.710 0.791 0.895 0.881</td>
<td>1.00 1.00 1.00 1.000</td>
<td>0.999 0.998 0.989 0.983</td>
<td></td>
</tr>
<tr>
<td>0.75 0.8</td>
<td>0.926 0.961 0.965 0.962</td>
<td>0.635 0.666 0.747 0.765</td>
<td>1.00 1.00 1.00 1.000</td>
<td>0.998 0.990 0.940 0.923</td>
<td></td>
</tr>
<tr>
<td>0.25 0.4</td>
<td>0.266 0.090 0.058 0.049</td>
<td>0.346 0.172 0.125 0.060</td>
<td>0.999 0.998 0.982 0.967</td>
<td>0.832 0.589 0.310 0.323</td>
<td></td>
</tr>
<tr>
<td>0.50 0.4</td>
<td>0.426 0.220 0.144 0.116</td>
<td>0.410 0.250 0.190 0.106</td>
<td>1.00 0.999 0.994 0.987</td>
<td>0.950 0.761 0.454 0.438</td>
<td></td>
</tr>
<tr>
<td>0.75 0.4</td>
<td>0.297 0.128 0.076 0.063</td>
<td>0.368 0.198 0.142 0.066</td>
<td>1.00 0.999 0.988 0.977</td>
<td>0.929 0.686 0.369 0.365</td>
<td></td>
</tr>
<tr>
<td>0.25 0.2</td>
<td>0.095 0.020 0.017 0.019</td>
<td>0.300 0.120 0.084 0.032</td>
<td>0.960 0.956 0.903 0.870</td>
<td>0.414 0.312 0.191 0.217</td>
<td></td>
</tr>
<tr>
<td>0.50 0.2</td>
<td>0.130 0.027 0.022 0.023</td>
<td>0.316 0.136 0.087 0.030</td>
<td>0.994 0.993 0.968 0.946</td>
<td>0.771 0.548 0.267 0.278</td>
<td></td>
</tr>
<tr>
<td>0.75 0.2</td>
<td>0.102 0.023 0.019 0.019</td>
<td>0.305 0.125 0.085 0.027</td>
<td>0.982 0.980 0.944 0.919</td>
<td>0.635 0.457 0.241 0.255</td>
<td></td>
</tr>
<tr>
<td>0.00 0.0</td>
<td>0.055 0.014 0.014 0.015</td>
<td>0.287 0.108 0.080 0.035</td>
<td>0.035 0.018 0.020 0.022</td>
<td>0.051 0.034 0.045 0.044</td>
<td></td>
</tr>
<tr>
<td>$T = 200$</td>
<td>$a_{1,1} :$</td>
<td>1.00 0.94 0.88 0.82</td>
<td>1.00 0.90 0.80 0.70</td>
<td>1.00 0.94 0.88 0.82</td>
<td>1.00 0.92 0.84 0.76</td>
</tr>
<tr>
<td>0.25 0.8</td>
<td>0.998 1.000 1.000 1.000</td>
<td>0.673 0.737 0.867 0.949</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 1.00 1.00 1.000</td>
<td></td>
</tr>
<tr>
<td>0.50 0.8</td>
<td>1.000 1.000 1.000 1.000</td>
<td>0.845 0.946 0.982 0.991</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 1.00 1.00 1.000</td>
<td></td>
</tr>
<tr>
<td>0.75 0.8</td>
<td>0.999 1.000 1.000 1.000</td>
<td>0.731 0.814 0.921 0.971</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 1.00 1.00 1.000</td>
<td></td>
</tr>
<tr>
<td>0.25 0.4</td>
<td>0.469 0.282 0.194 0.153</td>
<td>0.274 0.117 0.127 0.152</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 0.999 0.985 0.908</td>
<td></td>
</tr>
<tr>
<td>0.50 0.4</td>
<td>0.706 0.689 0.621 0.554</td>
<td>0.369 0.211 0.248 0.314</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 1.00 0.997 0.967</td>
<td></td>
</tr>
<tr>
<td>0.75 0.4</td>
<td>0.502 0.351 0.261 0.202</td>
<td>0.292 0.138 0.150 0.184</td>
<td>1.00 1.00 1.00 1.000</td>
<td>1.00 0.999 0.988 0.921</td>
<td></td>
</tr>
<tr>
<td>0.25 0.2</td>
<td>0.087 0.011 0.009 0.010</td>
<td>0.179 0.056 0.054 0.055</td>
<td>1.00 1.00 1.00 1.000</td>
<td>0.988 0.973 0.892 0.695</td>
<td></td>
</tr>
<tr>
<td>0.50 0.2</td>
<td>0.142 0.023 0.014 0.014</td>
<td>0.206 0.067 0.067 0.073</td>
<td>1.00 1.00 1.00 1.000</td>
<td>0.998 0.992 0.942 0.773</td>
<td></td>
</tr>
<tr>
<td>0.75 0.2</td>
<td>0.096 0.014 0.009 0.008</td>
<td>0.186 0.059 0.059 0.061</td>
<td>1.00 1.00 1.00 1.000</td>
<td>0.995 0.984 0.922 0.730</td>
<td></td>
</tr>
<tr>
<td>0.00 0.0</td>
<td>0.027 0.005 0.004 0.005</td>
<td>0.156 0.046 0.043 0.043</td>
<td>0.010 0.005 0.004 0.004</td>
<td>0.013 0.006 0.005 0.006</td>
<td></td>
</tr>
</tbody>
</table>
Simulations – 5

Here we summarise the main findings of the Monte Carlo experiments:

- The SC-VECM and SC-DIFF tests behave similarly for \( r = 0 \), but behave very differently for \( r = 1 \) (and \( r > 1 \)). Here, SC-DIFF can be prone to low size and very low power when \( c > 0 \). In contrast, SC-VECM is well size-controlled everywhere and frequently has the ability to secure close to the better levels of power available from the VECM and Break-VECM tests in the environments for which they are intended to operate. On this basis we recommend the SC-VECM procedure for practical use.
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- The presence of stationary autocorrelation introduces some size distortions and power losses into all the SC-based procedures co-integration tests (commensurate with the effects on the Break-VECM and VECM tests), and can also make the SC selection of the break more difficult.
Simulations – 6

- The size of the trend break generally affects the SC break selection in predictable ways, with larger breaks easier to detect. Variations in the break fraction $\lambda^*$, on the other hand, can produce unexpected effects on SC-VECM through its differing effects on the SC step and the benchmark Break-VECM and VECM tests - generally, as might be expected, a break in the middle of the sample is easiest for the SC to detect, while the rejection frequencies of the misspecified VECM test in particular can be considerably greater for earlier breaks than later ones, and the interactions of these effects produce variations in the performance of the SC-VECM procedure that may appear unexpected but turn out to be somewhat explicable in these terms.
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Conclusions – 1

- Considered the problem of testing for the co-integration rank in VAR processes of unknown lag order when a break in the deterministic trend component may be present at an unknown point in the sample.
- We outlined an approach based on the use of information criteria designed to choose the autoregressive lag length and to select between the trend break and no trend break models, using a consistent estimate of the break fraction in the former case.
- These procedures were shown to deliver asymptotically correctly sized and consistent co-integration rank tests regardless of whether a trend break occurs or not. By selecting the no break model when no trend break is present, these procedures avoid the potentially large power losses associated with tests which assume that a trend break date has occurred, when in fact it has not.
Conclusions – 2

- Interesting possible extensions of this work could allow for: the possibility of multiple trend breaks; wild bootstrap implementations of these procedures to allow for variance non-stationarity in the innovations; and, pseudo-GLS de-trending of the form considered in Saikkonen and Lütkepohl (2000), Lütkepohl et al. (2003) and Trenkler et al. (2007).
Conclusions – 2

- Interesting possible extensions of this work could allow for: the possibility of multiple trend breaks; wild bootstrap implementations of these procedures to allow for variance non-stationarity in the innovations; and, pseudo-GLS de-trending of the form considered in Saikkonen and Lütkepohl (2000), Lütkepohl et al. (2003) and Trenkler et al. (2007).

- We have focussed on stochastic rather than deterministic co-integration. In the latter the co-integrating vector also eliminates deterministic non-stationarity in the data, corresponding to the restrictions that $\delta_{1,0} = 0$ and $\delta_{1,1} = 0$ in (3). Versions of the rank tests proposed here which impose these restrictions could be used instead. This could result in more powerful tests where those restrictions hold on (3), but would come at the expense of uncontrolled size where they did not.